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OPTIMUM SYNCHRONIZATION CODES TO FOLLOW AN
ALTERNATING MARK/SPACE PREFIX

INTRODUCTION
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long which can be inserted into binary data streams to facilitate synchronization in receiving
equipment. Probably the most widely used codes for this purpose are the Barker codes [1-3],

which have optimum autocorrelation functions if no signal is present either before or after the
codes. Neuman and Hofman, using the same type of code quality measure, gave suboptimal codes

[4] longer than the 13 bits of the longest Barker code. The Williard codes were designed for mini- - -
mum probability of false sync if the code were embedded in random data [5].

We found that none of these codes were appropriate for our particular needs, which involved
designing a modem for communication through a radar transmitter. We- needed a code which would
allow reliable synchronization with the code preceded with a prefix altematmg between +1 and -1.

- 'This situation is commonly encountered in data-transmission modems which: are required to operate
in burst mode. The alternating sequence is provided to allow for the fastest possible acquisition of
synchronization of bit or symbol timing at the modem receiver. The end of this synchronization
preamble and the beginning of data proper are detected with a combination of a timeout from sig-
nal energy detection and a “match’ indication from a binary matched filter looking for a predeter-
mined end-of-preambie code a few bits long. It is assumed here that synclironization will be de-
clared immediately upon recognition of the code in the data stream. The data fol]owmg the code are
therefore irrelevant.

This report gives the optimum codes of up to nine bits long for detectlo with-a matched filter
in such an environment. Massey mentioned in 1972 that the optimum synchronization rule for this
situation remained an open problem [6]. To my knowledge it remains so,-as this report does not
examine the problem from the point of view of detection theory but sxmply assumes that the syn-
chronization detector will lock for a peak in the correlation of the N-bit code word with successively
shifted N-bit segments of the received data stream.

THE OPTIMALITY CRITERION

The computation of the optimality criterion involves constructing a preamble consisting of B
alternating bits followed by an N-bit code. This preamble is then put through a filter matched to the
code only. The optimum codes are those that maximize the ratio of the largest peak in the filter
output (when the matched filter contains the code) to the magnitude of the next largest preceding
peak (the sidelobe magnitude peak} in the filter output. To express this mathematically, let C(i),

0 <i <N +1, represent a code in which each C(i) is equal to either +1 or - 1. Construct from that
code a sequence S({), 0 <i < 2N + B, consisting of the preamble padded with leading zeros:

Manuscript submitted April 27, 1981.
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8(iy =0, 0 <i<N,

S =(-1"¥, N- 1<i<N+B5,

S(i)=C(i- N~B+1), N+ B- 1<i<2N +B.
The filter output function can then be defined by

F(k) = i Cl)Sk+i~1), 0<k<N+B+1,

i=1

Because (N + P} wrill n]u.rgwn he egnual &
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THE OP’I‘IMAL CODES

The optimality criterion given above was applied to find the best codes of lengths two through
nine. Table 1 gives the codes which were found to have sidelobe magnitude peaks of unity. For each
code length, the table shows the preamble consisting of the a.'lternating prefix followed by the code,
The associated filter output is shown immediately below the preamble. The codes were found with
a simple search technique performed by the program whose listing is shown in the Appendix. In all
cases the number of alternating bits preceding the code was setto the smallest even number which
was greater than or equal to the number of code bits. This makes the extrapolation of the given
filter-output function to larger numbers of altematl. hits simple,

Codes which have sidelobe peaks no greater in magnitude than unity were found only for
lengths two, three, five, and seven, There are two such codes of length three, but only one for each

Table 1 - Codes with Sidelobe Magnitude Peaks of Unity

T
Prefix | Code
L |
i Preambile 1 -1 { 1 1
Filter output i 010 2
i
Preamble i-1 1 -1 )1 -1-1
Filter output -1 0 1 -1 : 1 -1 3
' j
Preamble 1-1.1 -1 11 1 1
Filter output 1 ¢ 1 -1 11 1 3
’ .
Preambie i-t1-1 1 -1 11 -1-1 11
Filter output i 0-1 01 ~1 11 ~-1-1~1 5
: ]
Preamble i-11-11-11-1H1 -1-1 1111
Fiteroutput | 1 0 1 0-1 0 1 -1 |1 -1-1-1 1 1 7
2
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of the other three lengths. For code lengths of four, six, eight, and nine, the sidelobe peak is of
magnitude two. The codes for these four lengihs are shown in Tables 2, 3, 4, and b respeciively.
There is more than one optimum code for each of these four lengths.

Presumably, the primary reason for using a code of this sort for synchronization is to make
the synchronization process error tolerant. A single bit error can at worst raise. the magnitude of the
sidelobe peak by two and lower the actual correlation peak by two. Therefore, any code shown
which has a correlation peak which exceeds the sidelobe magnitude peak by five or more can tol-
erate a single error. This condition is met by all of the codes shown of lengths seven and up.

Table 2 — Codes of Length Four

T
Prefix ]I Code

T
1-11—1i~1~1—11
1 -2 1-2 ; 0 0 2 ¢4
1—11—1%-1—111
1 0-1 0 | -2 -2 2 4
1-11—1:—1111
1 0 1 -2, 0 -2 2 4
1=11=1=1—1—L-1
-1 0 -1 2 ; -2 2 0 4
1—11'-1i1—1—1-1
1 -2 1 0 ;, 0 0 -2 4

[
1 -1 1 -1 ) 1 -1 1 1
10-12:—22—24
1—11—1:11—1-1
-1 0 1 0 ;, 0 -2 0 4
1—1_1-1!111--1'_
-1 2 -1 2 | -2 0 0 4

|

|
1 -1 1 -1 | 1 1 1 1
1010}0224
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Table 3 — Codes of Length Six

Code

Prefix

T MR G QN 0o qe ng go me ng no
ﬂ*nﬂa 1___2 4_|_0 1_(.0 1_‘.2 .ﬂ.nu 1_..2 1._Ja rd N .l_n._a - O
U
TO TS MY UY g 99 §e ge mo qo g

-1
2
-1
-2
-1
-2
-1
0
-1
2
-1
0
-1
0
-1
0
-1
-2
1
0
-1
2

1
-1
i
1
1
i
i
-1
1
-1
1
1
1
-1
1
-1
1
1
1
-1
1
-1
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Table 4 — Codes of Length Eight

O H® H© MO H® S0 R® o 4.8 M@ @ M0 H® 0 H® o o
MO HA HE HO MO 1_;.0 N HO NGO HE  HO . O HO HN MO o
DO MO HE HE MO oA ma HE SO N o@ S e HEl e MO MO
M O HO HO Ma NN e 1n1 He Ho 4.0_"_ MO AN MO HE mA MO
,
lnm J_.,Z 1n2 4_2 1_._0 —-HO O 12.“1J_ O O _._..0 ‘loqa 4.2 HO HO ~NO
7o MW Mg ge ge na gy go me g8 M pe go ng mm ma mg
MO M® NN 4O HN NS O _._..2 MO MO MM HE S HN HE e N W
MO O =N HO HEA HO HO Ha oA O HM MO HO HO HO O MO
e e oo oo Oa gdo me o4 ._q.z e e fe ge ge Ao e e
1-“. 111_|_ lnﬂ_ =i 1qnl_ - 4 r4 14 11—1— L ] 11”. ~ ™ rd ™ - ™ e = ™ v~
TO WO MO g O g g e O mg g §S e §e ge ne oo
11_.ﬁ r ™ r = 14 ™ ™ 11_.._ 1¢ﬂ_ = r =4 14. .I._q. —~ i - =
TU Y N NY MS §O 4O §N g ge go go Nm na me qo qe
14_ HeH e e 11_._ 14. 11_.. 11_.__ 14_ - 11_._ Sp— 11_._ - 14_1 1..1u —
HO MO MO MO HME MO MO MO MM N0 o0 MO HO MO MO =N =a
- i ™ rd oo ] 1-ﬂ_ 1.1_1 11_1. i =i 14 l-ﬂ. -t i 11”. o~ -I.__ﬂ_ 11--— ™ 1._1n|_ L B e |
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Table 5 — Codes of Length Nine

T
Prefix E Code
1 -1 1 -1 1 -1 1 -1 1 -1 i -1 -1 -1 -1 1 -1 -1 1
i1 -2t ¢-t ¢-1 01-1 4 1-1-1 1 1 1 1 -19
|
1 -1 1 -1 1 -1 1 -121 -3 ¢y 1 -1 -1 1 -1 -1 1 11
101-210~101—1§1—1-1—1—11~1-19
SUMMARY

Optimum synchronization codes of lengths two through nine have been given for a context
in which the code is preceded in the received bit stream by a prefix of alternating +1 and-1. It
was pointed out that the codes of lengths seven through nine can be detected in the received bit
stream in the presence of a single bit error. Although our needs did not require optimum codes of
lengths greater than nine, there is no reason to suppose such codes could not be easily found.
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APPENDIX
APL Function Listings

V Z«ALT BEST BiDIO;MiC3NiS;iKiFiPII;ZINIT PMIN

[1] a ALT NUMBER OF ALTERNATING BITS

21 a B NUMBER OF CODE BITS

[3) n zZ OPTIMUM SEQUENCES WITH FILTER CUTPUT FOR EACH

(4] Oro-1

{51 M~LD.5+2%B A NUMBER OF POSSIELE CODES

(6] C+"14+2x{Bp2)T 14tM a THE CODESy {(pC) = ByM

(7 N~ALT+B a NUMBER OF BEITS IN EACH SEQUENCE (BELOW)
{81 S={{M,ALTIpALT o 1 T1),8C a SEQUENCES INCL PREAMBLE, (pS) = M,N

(9] E-{(tN)oes+B—itN)ou=tF n SIDELOBFE CORRELATION RERNEL, (pK} = N4+N,B
$107 ZINIT={0 2 N}s0 & Z=ZINIT { PMIN=E { I-1

[11] LOOPIF+S{Y;l+exE+uxC{;I] n FILTER QUTPUT, (gF} = N

{121 P«[/|T1iF n PEAR SIDELOBE LEVEL, {appP) = 0
(131 -=(~P<PMIN)/NEXT ¢ PMIN+«P O Z+ZINIT A NEW MINIMNUM P

[14) -~(~PSPMIN)/NEXT § 2+Z,[(1t] S[I;1,0{05]1 F A ANOTRER SEQUENCE AT OLD PMIN
{151 I+«I+1 & —-(I<M)/LOOP

¥ Z+~NEXT
(1] 2+~1+1%110LC a RETURNS NUMBER OF NEXT LINE IN CALLING FUNCTION




